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## language:

vocabulary + grammar words + syntaxes sequence of word tokens language model: probabilistic model that captures the sequential structure of word tokens

## language model:

 probabilistic model that captures the sequential structure of word tokensgiven any sequence $s$,
can we predict the next word w accurately?

$$
P(w \mid s)
$$
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Do You Know Your English?
W

$$
P(w \mid s) \cong \frac{\#(s \rightarrow w)}{\#(s)}
$$

$s=$ the sky is

$$
\begin{array}{r}
=\frac{\#(\text { the sky is blue) }}{\#(\text { the sky is) }} \\
\underbrace{\text { (\#) }}_{\text {web crawl }} \prod_{\substack{\text { digitized } \\
\text { books }}}^{\text {scientific }} \text { journals }
\end{array}
$$
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Do You Know Your English?
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## Empirical Word Probability to Language Model
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## Empirical Word Probability to Language Model





## GPT: Generative Pre-trained Transformer is a large language model (LLM)

random number generator from a distribution over all words given any word sequence
trained with human written text
using transformer architecture


## From GPT to ChatGPT

pre-trained via supervised/ self-supervised

plausible text continuation \# good responses

- supervised transfer learning to finetune the model to follow instructions + provide answers


## good responses $\neq$ good dialog

- reinforcement learning with human-in-the-loop ranking of good dialogue responses

```
transfer
learning
```




"generative" Al are, by definition and construction, hallucinatory
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# feature: for design 

 + creative use cases
## bug: for fact-based

 applications
## fact-based applications require grounding
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## 2 ways to work with LLM

## model fine-tuning

- knowledge encoded into the model parameters
- can teach it anything
- costly: $25,000 \times$ nvidia A100 for $\sim 100$ days $\sim \$ 63 \mathrm{M} \rightarrow$ GPT4
- must be retrained when there's new data or new LLMs
- hard to iterate, slow time to market



## RAG: prompting

- no upfront cost
- no retraining on new data
- easily swap in/out different LLM

Q - easy to iterate, fast time to market

- limited context length (GPT4: ~128k tokens)
- knowledge accuracy depends on retrieval mechanism (search)


## A Language Guru with Broad General Knowledge

think of ChatGPT as a colleague

- reads lightning fast
- understands any language
- forgetful: small working memory (limited context length)
- GPT3.5: ~4K tokens
- GPT4: ~128K tokens
- has broad (non-specific) knowledge
- very imaginative, but overconfident
how could you leverage and work with someone with such skill?

- MNS


Beyond ChatGPT

many many more start-ups
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simple musical tunes: Beethoven - Fur Elise

orchestral music: Beethoven - 5th Symphony

## 100
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## ChatGPT and Beyond

## $50^{\text {th }}$ b-day poem from ChatGPT

Happy birthday, Dr. Michael Wu
Today we celebrate all that you do
Your wisdom and insight we hold so dear
Your guidance and leadership, always so clear
In the field of revenue management
You are a true expert and phenomenon
Your knowledge and skills have paved the way
For success and growth, day by day
Your dedication and hard work
Are an inspiration, no need to lurk
Your passion for learning and innovation
Have brought us all great motivation
So on this special day, we honor you
For all that you have accomplished, it's true
We wish you joy, happiness, and health
May your dreams and goals be realized with wealth
Happy birthday, Dr. Michael Wu
We are grateful for all that you do
May your year ahead be filled with delight
And your future be forever bright
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## enterprise codegen use cases:

- inline auto-complete
- commenting
- test cases
- documentation
coding
liberator
- syntax debugger
- error-log interpreter
- code translator $(\mathrm{R} \rightarrow$ python, $\mathrm{C}++\rightarrow$ Java)
- refactoring suggestion

> could be a job
> terminator

mastice
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# the future of software development is one where engineers collaborate with different kinds of AI tools 

## users must have the relevant expertise in discerning and mitigating risk of hallucinations
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